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Abstract

We describe the implementation of optimal local radiation boundary condi-
tion sequences for second order finite difference approximations to Maxwell’s
equations and the scalar wave equation using the double absorbing boundary
formulation. Numerical experiments are presented which demonstrate that
the design accuracy of the boundary conditions is achieved and, for com-
parable effort, exceeds that of a convolution perfectly matched layer with
reasonably chosen parameters. An advantage of the proposed approach is
that parameters can be chosen using an accurate a priori error bound.

Keywords: radiation boundary conditions, Maxwell’s equations, wave
equation, Yee scheme

1. Introduction

An important issue in the simulation of electromagnetic effects is the
ability to truncate unbounded domains into regions of interest that can be
simulated efficiently and accurately for long times. In the context of finite
difference time domain (FDTD) solvers, this typically takes the form of a
perfectly matched layer (PML) [I]. The PML method is attractive because
it is effective and easy to implement; however, the performance is closely
tied to a selection of parameters. While work has been done to automate
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the selection of the optimal PML parameters [2], it is often the case that
they must be found by experimentation.

Our goal here is to utilize an alternative to PML, namely the complete
radiation boundary conditions (CRBC) [3]. Advantages of the CRBC are:

i. A clear notion of convergence, exponential in increasing order;
ii. A sharp a priori error estimate;
iii. A fast and inexpensive method for selecting optimized parameters.

Earlier implementations of CRBCs relied on the decomposition of the
solution in terms of characteristic variables at the artificial boundary [4].
Due to the staggered grid in time and space used in FDTD methods, it
is not readily apparent how to directly implement a CRBC type boundary
condition. To deal with these staggered grids, we show how a Double Ab-
sorbing Boundary (DAB) [5] can be used to leverage the desirable properties
of the CRBCs in FDTD simulations. The DAB is constructed by forming
a thin non-reflecting layer on which we apply the CRBC on two parallel
boundaries. Here we formulate the DAB for the standard second-order cen-
tral difference approximation to the scalar wave equation satisfied by the
components of the electric field, using a 3-point DAB layer. The updated
electric field components are then used as boundary data for the staggered
grid scheme.

We demonstrate the performance of the method with numerical experi-
ments for problems in waveguides, between parallel plates, and in free space.

2. Double Absorbing Boundary Method

2.1. CRBC Review

In order to introduce the DAB method, we first recall that the CRBC
[3] is defined recursively using the auxiliary variables ug, ..., up
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where ug is the solution in the volume and 7 is the outward pointing normal.
The parameters a;, a;, 0;, and 7; are defined as
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where the angle variables 6; and éj are chosen to minimize the reflections,
¢ is the wave speed, and T is the total time of interest (e.g. the simulation
time). Here we assume v satisfies the scalar wave equation in the vicinity
of the artificial boundary and beyond:
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After defining a separation parameter ¢ to be the minimum separation be-

tween the boundary and any scatterers, sources, or other inhomogeneities,
in [3] it is shown that the maximum reflection coefficient is given by

— V%o = 0. (3)
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An optimization scheme can be employed to rapidly select the parameters
a; and a; that minimize p. It can be proven that p decreases exponentially
with P. Precisely,

P ln C}) In (C(ST> (5)

Functions which compute these parameters are included in our CRBC soft-
ware library rbepack (www.rbepack.org). We emphasize that the angle
variables are not incidence angles of plane waves. Rather they parameterize
a complete wave representation as derived in [3]. As such the reflection co-
efficient p provides an a priori error estimate. More precisely, since p is an
upper bound for the reflection error along an entire inversion contour for a
Fourier-Laplace representation of the solution in the far field, a direct appli-
cation of Parseval’s relation implies a simple error bound which is attained
for some data. Moreover, as the optimization is based on the equidistribu-
tion principle, one expects it to be rather accurate for broadband signals.
We will see in the numerical experiments that the predicted accuracy can be
attained for sufficiently well-resolved waves and that the error bounds are
sharp.

2.2. DAB for the Scalar Wave Equation

Following from [5], to illustrate the DAB method, we consider the scalar
wave equation in the semi-bounded domain as shown in Fig. (a)
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Figure 1: (a) the original domain, (b) the truncated domain

For simplicity, we prescribe zero Dirichlet conditions on the boundaries
u=0, on I'y, g, (7)
and initial conditions
u(z,y,t=0) = h(z,y), (8)
Tt =0) = glay), )

where h and g are known functions satisfying the boundary conditions. We
further require that ¢ is constant, f = 0, and the initial values vanish outside
a compact region, €.

We next truncate the semi-infinite domain by introducing two artificial
boundaries: I'y and I'p located at y = yy and x = z g, respectively. We
additionally introduce two interfaces I'y and I'g which are located at y =
ya < yny and z = xp < xg, respectively. The entire computation domain,
Q, is bounded by 'y T g UT's UTw. As shown in Fig[I|(b), this divides
the computational domain into four subdomains: the interior domain €j;
two thin edge layers, Qn and Qg; and a thin corner layer Qxg. We suppose
the interfaces 'y and I'p are chosen such that Qg C Q; therefore, in the
layers Qpy, Qg, and Qng, cis constant, f = 0, and the initial conditions are
Z€ro.

The idea is to use the thin layers Qpy, Qg, and Qng as absorbing layers
so that we may compute the solution in €); as close to the solution of the
semi—infinite problem as possible. To do this, we introduce a set of auxiliary
variables in each of the layers. In Qp, we introduce ¢o, ..., ¢g; in Qg we
introduce vy, ...,vp; and in Qyg we introduce the doubly indexed set of



auxiliary variables 1, ; with p = 0,..., P and ¢ = 0, ..., Q. In each layer, we
require the auxiliary variables to satisfy (@ with f=0:
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88;;’? — AV, =0, inQp, (11)
% .
aTg’q — CQVpr,q =0, inQyEg. (12)

We insist that the auxiliary variables satisfy zero initial conditions and we
apply the same boundary conditions as v on I'g and I'yy:

¢g = 0, on I'y, (13)
v, = 0, on I'g. (14)

In order to couple the auxiliary variables in the layers and the interior, we
require that the CRBC recursions be satisfied on the boundaries:

_ 0 g 0 0
(aqat — 673/ + O'q> (bq-f—l = (aqat + 673/ + Uq> (bq; on 'y, 'y, (15)
- 0 o 0 0
(bpat — % + §p> 'Up+1 = (bpat + % + gp) Upu on FB7 FE? (16)
and for the auxiliary variables defined on the corner layer, I' yg, we require
_ 0 a0 0 0
(aqat ~ay + Uq) Upg+1 = (aqat + oy + Uq) Ypg, onTa, Iy,
(17)

- 0 o o 0
<bp8t e <p> Up+1,g = (bpat to,t <p> Upg, onlp, Lp.
(18)

To begin the recursions on the interior sides of the layer, we require the
slope and value of ¢g and vy to coincide with w:

0oy  Ou

(Z)O u, 8y 8y’ on l 4, ( 9)
dvg Ou

Vo = U, % = %, on FB. (20)

In the corner layer, we require the zeroth level of the auxiliary variable in
each direction to agree in slope and value with the auxiliary variables in the



neighboring layer,

Mpo _ I¢p

¢p,0 = ¢p7 o - o , P = O) "'7P7 on FB? (21)
0 ov
Y0,q = Vg, g};,q = Biyq’ q=0,...,Q, onlyu. (22)

On the exterior sides of the layers, we terminate the recursions using the
Sommerfeld conditions

0 0
((% + C@y) ¢ =0, only, (23)
0 0
<8t + c@a;) vp=0, onlg, (24)
0 0
(at+c8y> Ypo=0, p=0,...,P, only, (25)
0 0
a—i‘c% ¢P7q:O, q:O,...,Q7 on FE (26)

Since the auxiliary variables are continuous across the interfaces at the
zeroth level by construction and satisfy the same wave equation as u, we
have

oo =u, in Qpy, (27)
Vo = U, in QE, (28)
w070 = u, in QNE (29)

We note that the extension to a full three dimensional problem is analo-
gous and simply requires the introduction of a set of triply indexed auxiliary
variables to handle corners.

2.8. Discretization

To discretize the DAB, we use finite differences in space and time. We
define the grid spacings in  and y to be h; and h,, respectively, and dis-
cretize time with the time-step size At. In order to more efficiently write



the finite difference scheme, we introduce the following discrete operators:

Forward average in space: Ajv;; = (vij + viy14)/2,
Forward average in time: A v"™ = (v" + 0" *1) /2,
Forward difference in space: D;vm = (Vit1,j — vij)/Pa,

30
Backward difference in space: D v;; = (vij — vi—1,5)/ha, (30)

Forward difference in time: D; o™ = (v ™! —o™)/At,

Backward difference in time: D, v" = (v" — " 1) /At,

and analogously define Af, D", and D, . Then we can discretize the interior
of the problem @, I';, using standard second order central differences

D} D;uj; = (Df D, + DS D) up; + 1, (31)
1=1,.,n, -1, j=1,...,ny—1, n=>1,

where there are (n, + 1) and (n, + 1) grid points in the « and y directions,

respectively, and u;’; ~ w(zs, yj, nAt), = f(xi,y5,nAt), and At has been

chosen to satisfy the CFL condition

At < et ((ha) 2+ (hy)2) 2.

(32)
We note that setting u;’; = 0 satisfies the boundary conditions whenever
t =0 or 5 =0, so these values do not require updates.

To discretize the layers Qg, Qy, and Qng, we note that they only need
to be wide enough to support the wave equation stencil. In the case of
second order centered differences, this means that we only require the layers
to be three grid points (or 2h) wide. The layers can be made thicker, but
there is no practical benefit [5]. Therefore, Qy has (n, + 1) gridpoints in
the = direction and 3 gridpoints in the y direction; Qg has 3 gridpoints in
the z direction and (n, + 1) gridpoints in the y direction; and Qg has 3
gridpoints in each direction. For clarity we index these points in accordance
with the interior indexing; for example in Qy the auxiliary functions have
a second index ranging from n, — 1 to ny + 1. Then the updates for the



interiors of the layers are given by discretizing f:

Df Dy ¢, o= ¢ (DfD; + DfDy) ¢} Py (33)
i=1,..,ny—1, ¢=0,..0Q,

D+D7szjp (D+D +D+D ) Yng,j,p> (34)
j=1,.,ny—1, p=0,..P

D;rDt_wszny,p,q = (D;D; + DJD;) 2p:zlamny,p,q?
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q=0,...Q, p=0,.. P, (35)

The CRBC recursions on the interface side of the layers given in f
are discretized as

(‘_LthJrAz—/Ir - D+A+ + 5qA+A+) Dijat1 =

(agDf Ay + DFAS + 0, AFAT) 074 (36)
t=1,..,n, =1, j=mny—1,ny,
(bpDf Af — D+A+ + AT AT O 1 =
(bpDif A + DF AT + QAT AT 07, (37)

t=mng,—1ng, j=1,...,ny—1

The recursions on the sides of the corner layer Qng given in f are
discretized analogously as

(C_LqD;rA+ D‘*‘AJr + JqA+A+) O (38)
(an;rA;' + D;‘Aj + UquA;') U ipar 3 =1y — 1,ny,

(B,Df AT — DY AF + G A7 AT) U0 o,
(by DAY + DFAS + gpA+A+) L

We can solve the “forward” recursions on I'4 and FB from (| f and

n+1 n+1 T .
for (;SZ ny—1lg+1> ”x_17]7p+1’ djnz’ny 1,p,q+1> and ¢nz 1,ny,p+1,g° SlmllarlYa we
n+1 n+1

113 R
can solve the “backward” recursions on I'y and I'g for ¢, 00 Uy 1y

%?ﬁly +1pgr and @/JZ:_&LH g~ We note this yields explicit update formulas,

which we enumerate in [Appendix Al
Finally, the termination conditions — are discretized as

(39)

1="ny — 1,ny,.

(DAY +eDF AN 410 =0, i=1,,mp =1, (40)
(Df AT +eDF AN 1 p=0, j=1,...,n,—1, (41)
(D Ay 4 eDy AN nov1po =0, p=0,..P, (42)
(DF AL +eDf AR (1nypg =0, 4=0,..Q (43)



Again, we can solve the equations (40| to yield explicit updates for

¢n+1 —+1 ) n+1 and ,¢

1,ny+1,Q7 nx+laJ:P’ nz,ny+1,p,Q" ng+1,ny,P,q"

Then the full update procedure is:

1. Update the internal grid points using .

2. Copy the new internal values to Zeroth level of the auxiliary variables.
Specifically, copy vf,jl_l to qﬁl 'y —1,0 and copy un _1 ; to UZ+_11J"0.

3. Update the internal points of and QE using .

4. Apply the termination conditions . ) to the pomts in Qn and
Qp.

5. Update the points in Qy and g using the recursions 7.

6. Copy the updated auxiliary variables from €l and Qg to the ze-
roth level auxiliary variables in Qyg. Specifically, copy ¢m'* to

nx_l)nyaq
n+1 n+1 n+1
wnz 1,n4,0 and U'nz ny—1,p to ng,ny—1,p,0°

7. Compute the updates to wﬁﬂl P using
8. Apply the termination condltlons . ) to the points in Qng.
9. Apply the recursive updates (38| . .
10. Copy the updated values from Qyp into Qny and Qp. In particular,
copy wZJi% 0,4 tO ¢Z;}Ly7q and wz:;wP,Q to UZ:}%ID.
11. Copy the updated values from Qy and Qg into ;. In particular, copy
qb;f:yl,() to ufiyl and UZ;;,O to u”%

12. Move to the next time step n < n + 1.

Notice that we only require updates to the points in the wave equation’s
stencil. In particular, we do not need to update the points in the corners
of Qnp. Finally, note that we can handle other boundary condition types
by modifying the wave equation updates f. For example, if on 'y,
we instead imposed a zero Neumann condition, we would modify the wave
equation updates at 'y in Q5 to be

T T
_ 2 17” »q o ¢07n q —
Df D75, 4= ¢ < v 3 *2 + DS D, ¢6‘,ny,q> , q=0,..,0Q, (44)
which we arrive at by substituting D} ¢ iy =0.

3. Application to the Yee Scheme

In order to apply the DAB to the Yee scheme, we require the material
in the neighborhood of the boundaries to be homogeneous, isotropic, and



dielectric. In this case, Maxwell’s equations are given by

OH 1
— = ——VxE 4
5 MV x E, (45)
OE 1
— = = H 4
5 <(_{_V x H, (46)

subject to the constraints
V-E = 0, (47)
V-H = 0. (48)

We emphasize that there can be any number of sources, scatterers, or other
inhomogeneities in the interior of the domain so long as they are separated
from the DAB boundaries by some distance § > 0.

To discretize these equations using Yee’s scheme [6] on a rectangular
domain [zr,zRr] X [yr,yr] X (21, 2r] with mesh spacings of hy, hy, and h.,
in the z, y, and z directions, respectively, we define

Ty =xr + thy, Y = yr + jhy, 2, = z1, + kh,. (49)

We choose a time step size, At, satisfying

At < ((ha) 2 + (hy) 2+ (ha)™2) 2, (50)
with the wave speed, ¢ = (eu)~'/2. Letting

t, = nAt, (51)

Maxwell’s equations are approximated on a staggered space—time grid:

1 11/2 11/2
D;_(Hz)Zj+1/2,k+1/2 = - (Dj(Ey)Zj+{/2’k - D;<EZ)ZJ"]€_/}_1/2> ) (52)

+1/2 +1/2
Dj(Hy)?H/Q,j,kJrl/z (D;(Ez)zj‘,kH/Q z ?+1//2,jk‘

+1/2 +1/2
D (H:)P1 041 /26 = (DJ(E ey’ e

m ‘E\Ht\r—kt

i == (D

T/i4+1/2,5,k c Z)z+1/2,j+1/2,k - Dz ( z+1/2,j k+1/2

T

Rl

). (3
)it1/2,5k ij+1se, k)
). (5
). (50

pr(g,)re 1 (p

n _
Yij+1/2k = ¢ z)i i, j+1/2,k+1/2 7 Dy (H. %+1/2 J+1/2,k

- nt1/2 1
Dy (Ez)i,j,k+1/2 T e

VS
)
8]
m

wiv12k+172 — Dy (He)ijp1/0, k+1/2>
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Note that if the initial data is discretely divergence free, it is easy to ver-
ify that discretizations of and are automatically enforced by the
update scheme. Furthermore, it can be shown that each of the field com-
ponents satisfies the standard second order central difference approximation
to the scalar wave equation, e.g.

DDy (By)i Yy = & (DEDT + DEDy + DEDT) (B! o (58)
Therefore, we can use the DAB formulation given in Sec. for each E field
component. We want to emphasize that CRBC-type boundary conditions
can be directly applied to Maxwell’s equations in other discretizations, but it
is not readily apparent that this is possible to do in the Yee scheme because
of the staggered space-time grid. For instance, CRBCs are successfully
applied to a discontinuous Galerkin method in [7] by applying the CRBC
recursions to the characteristic equations for Maxwell’s equations.

In principle, we should only be required to update the tangential E field
values on the DAB boundaries to provide the correct number of boundary
conditions. However, in the cases where there are DAB layers meeting at
edges or corners, we require information from the normal E field auxiliary
components. It is our belief that it should be possible to obtain this informa-
tion without applying the DAB conditions to the normal E field component
on the boundary (e.g. using the divergence free condition ), but our
current implementation involves the evolution of all three components on

adjacent DAB layers. Full details are given in
4. Numerical Results

4.1. Free Space Transverse Magnetic

We simulated the free space transverse magnetic problem given by

oH,  OE.
Bt = oy
oH, OF,

_ 59

H oy o (59)

OB, 0H, 0H,

ot T or oy

To start the simulation, we take initial data from a solution of the form

ow ow oo ow

EZ: Y H$7_77 - a4
Y dy YT or

(60)
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where w is a solution of the scalar wave equation produced by a point source
centered at (0,0.1) with the time amplitude exp (—125(¢ + .475)2). The
DAB boundaries were placed at © = £+1 and y = +1. The errors reported
are relative to the initial condition and are given by the following formula

2
+1/2 +1/2 9
n ° HEnapp fox — szac/t ‘2 Th HngprOX - HneXaCtHQ
€rel = 0 3 - - (61)
EHEQX%t 2+MHHexactH2

2D Free Space
T

10—.’}

8
i
[}
2
k]
[}
o
— DAB, P=5, n = 3000 ++++ DAB, P=9, n = 10000
-l = DAB, P=9, n = 3000 -+ Errorest. P=5
- PML, n = 3000 — - Errorest. P=9
=+ PML, n=10000
10—9 T 1 1 .
107! 10° 10! 102
Time

Figure 2: Relative Error in Free Space for the Transverse Magnetic Test Problem.

Table 1: Simulation results for the Transverse Magnetic problem in Free Space.

| Grid DoFs | BC | Max Rel Err

3000 x 3000 | 2.72x 10" [ DABP =5 3.73x 10~%
3000 x 3000 | 2.73x 10" [ DABP =9 | 2.76 x 1075
10000 x 10000 | 3.01 x 103 | DABP =9 | 2.72 x 1076
3000 x 3000 | 2.76 x 107 PML 2.76 x 1077
10000 x 10000 | 3.02 x 10% PML 1.69 x 107°

Here we compare our results to those obtained using 10-point convo-
lution PML (PML) [8] with parameters ez = 0.25, Kpmee = 0.15, and
Omaz ~ 5000 for the coarse grid and 0,4, =~ 16700 for the refined grid.
These parameters were selected based on the recommendations from [§].
The proposed formulation with P = 9 uses fewer degrees-of-freedom than
the PML but achieves the same short-time accuracy and better long-time

12



accuracy with the same interior grid of 3000? E, grid points; see Figure
With further refinement the error is reduced by an order of magnitude and
achieves the a priori error estimate. Before the wave reaches the boundary,
we see only discretization error. After impact, the boundary error dominates
the simulation. This is particularly evident when comparing the simulations
with P =5 and P = 9 on the same grid as the difference in error is entirely
due to the boundary condition order. We believe that the error in the PML
boundary increases after a short time because the wave impacts the exterior
boundary of the PML and reflects back into the interior domain, but we note
that the overall performance is similar to P = 9 and may be improved with
better PML parameter selection. Finally, the fact that the error decreases in
stages for the boundaries is an indication that a wave is reflected and then
at least partially absorbed once it travels to the other side of the domain.

4.2. Transverse Magnetic in a Waveguide

To test these boundary conditions in a waveguide, we simulated the
transverse magnetic problem using the solution

0 _ 0

E., = u— = _—_T —-
z :U’atv x 8y7 Yy 8.73‘,

(62)
where ¢ is a solution of the scalar wave equation satisfying zero Dirichlet
(PEC) boundary conditions at y = 0 and y = 1 produced by a point source
centered at (0,0.1) with a time amplitude exp (—125(¢ + .475)2). The DAB
and PML boundaries were placed at x = +1.

100 2D Waveguide

1071 F
1072 |

107%F

S 10t
]
2 w°
£ o
o
1077 ¢
— DAB, P=5, 6000x3000 — DAB, P=7, 12000x6000
108 F =+ PML, 0,,,, =~ 10000, 6000x3000 --- Errorest. P=5 H
+ PML, 0,0, = 35000, 6000x3000 -+ Errorest. P=7

o §
10 — = PML, 0ynap ~ 70000, 12000x6000

10—10 L 1 L
1071 10° 10! 102

Time

Figure 3: Relative Error for the Transverse Magnetic Test Problem in a Waveguide com-
puted according to (61). Maximum relative errors can be seen in Table
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Table 2: Simulation results for the Transverse Magnetic problem in a Waveguide.

| Grid | DoFs | BC Max Rel Err
6000 x 3000 | 5.41 x 107 DABP =5 3.52 x 1077
12000 x 6000 [ 2.16 x 10° DABP =7 4.82 x 107°

6000 x 3000 | 5.43 x 107 | PML, 0yae ~ 35000 | 3.37 x 1072
6000 x 3000 | 5.43 x 10" | PML, 0nae ~ 10000 | 1.33 x 107!
12000 x 6000 | 2.17 x 10% | PML, 0pnaz ~ 70000 | 3.88 x 1072

Again, we compare our results to a PML with parameters aupq, = 0.25
and Kmae = 0.15 in Figure[3] We note that we have chosen to do our tests us-
ing a convolution PML [§] because it more effective at absorbing evanescent
waves than standard PMLs. We show the results for choosing 0,4, &~ 35000,
which corresponds to values recommended in [§] and 0,4, =~ 10000 to illus-
trate the importance of parameter selection for PML accuracy. The refined
grid uses opmqz = 70000. Here, we see that the DAB boundaries, which have
automated parameter tuning, perform much better than the PML with the
parameters tested. We believe that the difference in error between the PML
and DAB is due to how well the boundaries handle evanescent waves; er-
ror estimates for the Bérenger PML on the continuous level, which can be
deduced from the reflection analyses in [9, [I0], do indicate that to main-
tain accuracy over long times in waveguide geometry one must use a thick
layer. Enhancements of the Bérenger PML to deal with evanescent modes
have been proposed [11], 12, [13], but we do not know how their performance
compares with the CPML used in our experiments.

4.8. 8D Wave Guide

For our tests in 3D, we use a solution to Maxwell’s equations of the form

E = —M<V><8;;V>, (63)
H = Vx(VxW). (64)

We choose W to be the point source solution to the vector wave equation
W= M[l, 1,1]7, where v and 7 are parameters and 7 = [|X — X
Using a solution generated from a point source located at x4, = [0.8,0.8,0.8]
with 7 = 0.39 and v = 130, we tested our implementation on the domain
[0,1.6]* with DAB boundaries at z = 0 and z = 1.6 and PEC boundaries
elsewhere. The simulations were run with the DAB parameter P = 3 and
P =5 on a grid with n Yee cells in each spatial direction.
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3D Wave Guide, P =3
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Figure 4: Relative Error for the 3D wave guide problem using DAB boundaries with 3
CRBC recursions.

3D Wave Guide, P =5
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Figure 5: Relative Error for the 3D wave guide problem using DAB boundaries with 5
CRBC recursions.

The results for various mesh spacings are displayed in Figures [4] and
We also show the a priori error estimate computed by the optimization
routine. We are able to reduce the error below the estimate for P = 3, which
is approximately 1%, using a grid of 9003. With further refinement using
P = 3, the boundary error dominates and we virtually no improvement in
error. For P = 5 the grid would have to be refined again by a factor of
approximately two in order to reduce the error below the estimate. Again
we note that the a priori error estimates are achieved on sufficiently fine
grids.
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4.4. Parallel Plates

Using the same source parameters as in Sec. we set DAB boundaries
atx =0,z=1.6,y =0, and y = 1.6 and PEC boundaries elsewhere.

10-1 3D Parallel Plates, P =3
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Figure 6: Relative Error for the 3D parallel plate problem using DAB boundaries with 3
CRBC recursions.

3D Parallel Plates, P =5
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Figure 7: Relative Error for the 3D parallel plate problem using DAB boundaries with 5
CRBC recursions.

In Figures [0 and [7] we see the behavior is similar to the wave guide
problem in Figures [4| and [5| but we observe slightly better errors in this
case. We believe this is due to the fact that, on average, waves have a
shorter residence time in the computational domain and thus experience

16



less numerical dispersion. In this case, we are able to reduce the error below
the estimate for P = 5.

4.5. Free Space
Again, for the source parameters described Sec. we use DAB bound-
aries on all of the boundary faces.

3D Free Space, P =3

— n=225
[ =+ n=450
10 <+ =900
Error est.

10° ,

1072 |

Relative Error

106 L
0

Time

Figure 8: Relative Error for the 3D free space problem using DAB boundaries with 3
CRBC recursions.

— n=225
i =+ n=450
10 =+ n=900
Error est.

100 3D Free Space, P =5

1072 |

Relative Error

106 L L
0 2 4 6 8 10

Time

Figure 9: Relative Error for the 3D free space problem using DAB boundaries with 5
CRBC recursions.

In Figures [§ and [9] we see the performance appears to be much better.
In terms of error, this is the easiest test case because the waves leave the
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computational domain quickly and impact the boundaries at near—-normal
incidence. It is worth noting that the stair stepping behavior of the error
in Figures [§ and [J] is caused by errors reflecting across the domain and
each decrease of error corresponds to the predicted reflection coefficient of
the boundary. The errors at long times are the same for both P = 3 and
P = 5 because the erroneously reflected waves have had ample time to travel
across the domain and be absorbed by the boundaries. We then see only
the discretization error.

4.6. Comments on Cost

Comparing the cost of the DAB layer to PML is not straightforward.
Ideally, we would like to compare the accuracy of the DAB and PML bound-
aries of comparable costs. This is problematic because the performance of
the PML is heavily dependent on the selection of parameters, which we again
emphasize is an open problem (see e.g. [2]). Nonetheless, we can count the
flops assuming that we have precomputed coefficients when possible.

In three dimensions, the PML implementation we have used [§] has the
following costs per node in the tangential directions:

CEarr(w) = 36w, S (w) = 24w, (65)

where CF, ,; (w) is the number of addition /subtraction operations and C5,,; (w)
is the number of multiplications as a function of the thickness, w; that is
the number of points in the normal direction in the layer. We note that
other forms of the PML may have significantly different costs and there
are potentially large setup costs associated with the selection of good PML
parameters.

Similarly, the worst case cost of updating the DAB layer for all three E
field components as a function of the number of recursions, P, is given by

CE 1 5(P) = 60P + 39, % 5(P) = 5TP +21. (66)

We can see that the theoretical computational cost of a PML 10 cells thick
is somewhat cheaper than using 5 recursions in the DAB in the worst case
scenario. If there are no edges or corners present, then the DAB only needs
to update the tangential E field components, which results in the reduced
computational costs

Chap(P) = 40P + 26, X 5(P) =38P + 14. (67)

In this case, the DAB with 5 recursions is theoretically cheaper than the
PML with a width of 10.
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We again emphasize that these statements are only meaningful if there
is also a guarantee of similar effectiveness for both boundary types. In
this regard, we believe the DAB boundaries may often be more efficient in
practice because the DAB requires essentially no setup costs associated with
finding good parameters. In contrast it may be necessary to run multiple
simulations to identify reasonable PML parameters. Moreover in waveguide
geometries we have been able to achieve significantly better accuracy than
any PML we have tried.

5. Code

Code that is capable of reproducing most of the results presented here
along with a library to provide the discretization of the DAB boundaries is
available for download at http://www.rbepack.org.

6. Conclusions and Generalizations

We have demonstrated a convenient and automatic DAB implementa-
tion of CRBCs for electromagnetic waves in homogeneous, dielectric media,
using modules from our open-source library. In our experiments for free
space problems we have achieved accuracy/cost performance somewhat bet-
ter than implementations of CPML suggested in the literature, while our
results in waveguide geometries were significantly more accurate.

Generalizations of our algorithms to more complex models in the far
field are theoretically possible, though we have not yet implemented them
for the Maxwell system. In [14] we demonstrate the effectiveness of CR-
BCs in stratified media using parameters optimized for the maximum wave
speed. We expect this approach will work well for layered dielectric me-
dia. Anisotropic media typically pose a greater challenge in terms of finding
parameters which guarantee exponential convergence and we have not yet
considered this problem for electromagnetic waves. This is clearly an im-
portant topic for future work.
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The explicit update formulas for the DAB equations given in Sec.
provided here for convenience. The wave equation updates f are
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The recursions (37) and ((18)) can be solved for an explicit update in
the “forward” direction on the interface side, for example recursions in the

AL AL e AL AN,
U+ 5+ 50 | Vigpr1 = % 3 T 5 00 | Vijet
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The recursions in the y-direction, and , are essentially identical,
but the differencing is done on the index j instead of i.

Similary, the recursions (37) can be solved for an explicit update in the
“backward” direction on the interface side, for example recursions in the
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(A.2)

x-direction:
(A.3)

hg
Finally, the termination conditions yield explicit updates of the form

n+1

cAt\
+1 _ n n
(1 " ) Vig,p = VigkQ T Vi-15,P T Vic15p

s (A4)

cAt 1
+1 n n
5 (Ui—l,j,P —Uigp T “z‘—l,j,P) :
x

for the x-direction.

Appendix B. Explicit Procedure for the Yee Scheme

We will consider the Yee Scheme as described in Sec. [3| with a maximum
of ng, ny, and n, grid points in the z, y, and z directions respectively. In

22



particular, there are (n, — 1,ny,n;) grid points for the E, component and
(ng,ny —1,n, — 1) grid points for the H,, for example, due to the staggered
grid.

Appendix B.1. DAB Face Updates

For faces with DAB boundary conditions that are not adjacent to other
DAB faces, we only require the DAB updates for the tangential E field
components. For example, we will consider the left boundary face in the
z-direction. In this case, the tangential components are E, and E., so we
introduce a three point layer of auxiliary variables that overlap the compu-
tational domain by two points for each of the components:

~ \1/2
(Ey) :07 i:O71727 j:l,...,ny—l,
i,j+1/2,k,p (B.1)
k:17.,,’nz, p:()’...,P,
~ \1/2
(EZ> :07 i:071727 j:]‘7"‘7ny’
i.3,k+1/2,p (B.2)

k=1,..n,—1, p=0,..., P

We next apply the DAB updates as described for scalar waves in Sec. [2.3]
In particular, assuming we have evolved the interior values with the Yee
scheme updates to time ¢ = (n + 1/2)At for the E fields, we first copy the
last plane of points with updates into the auxiliary variables:

~ \n+1/2 12
( Y 2,j41/2,k,0 ( y)2,‘7+1/2’]€ ) ( 3)
~ \n+1/2 B nt1/2
(EZ>2:J'J€+1/2,O N (Ez)zaj,k+1/2 : (B.4)

Next, we update the interior of the DAB layer using the second order, cen-
tered difference approximation to the wave equation:

_ _ _ _ ~ \n—1/2
(Df D7 = & (D Dy + Dy Dy + DI D;)) (Ey)

9

Li+1/2kp  (B.5)
Jj=2,.,ny—2, k=2,...,n,—-1, p=0,..,P,
_ 9 _ _ _ ~ \n—1/2

j=2,.uny—1, k=2,..,n,-2, p=0,..,P
We note that this gives the 3D equivalent of (A.1]), which provides explicit
-~ \n+1/2 -~ \n+1/2
updates for <Ey> and (Ez) . We can also handle the ad-

1,j+1/2,k,p 1.j,k+1/2,p
jacent boundary conditions here. For illustration, we consider the adjacent

23



boundaries to be perfect electric conductors (PEC). PEC boundaries can be
enforced in the Yee scheme by setting homogeneous Dirichlet conditions on
the tangential E field components to the boundary and homogeneous Neu-
mann conditions on the normal E field component. Since the DAB updates
have not been used on the boundaries, the tangential components should
already be correctly set to 0. However, we need to deal with the normal
components. We do this by substituting the discrete approximation to the
homogeneous Neumann condition into the discrete wave equation updates
to get

n—1/2

~ - \n—1/2
oio; (&), - (I0in; + pr) (B)

17%7k7p 17%7k7p

5 = (B) o (B) ) =0 07

k=2,..n,—1, p=0,...,P,

n—1/2 - >n71/2

(= 2 _ _
;7 (B,) e <[D;“Dz + DI D;(E, L2

]-7ny_1/25k7p

57 = (B, s+ (B0, ]) =0

k=2,..,n,—1, p=0,...,P

TS n—1/2 9 4o . - \n—1/2
DeDy (EZ>1J,3,p —o ([PrDe + Dy Dy (Ez)l,j,z,p
_ - \n—1/2 - \n—1/2 B.
+hz2 |:_ (EZ> .3 + <EZ) 5 :|) =0, ( 9)
17]75717 1»]»5»1’
Jj=2,.,ny—1, p=0,..., P
piror (8" 2(1p+p- + prp-| (8.
tt ( Z>1,j,nz—1/2,p_c (D2 Dz + Y y]( Z>1,j,nz—1/2,p

#1528y (B, ) =0

j=2,.,ny—1, p=0,..P,
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Next, we can apply the Sommerfeld termination conditions:

- \n—1/2
(D} Af - eDf Af) (By). =0,
0,j+1/2,k,P (B.11)
j=1..ny,—1, k=1..,n
- \n—1/2
(Dff A — cDF AY) (E> _0,
0,5,k+1/2,P (B.12)

j=1..,ny, k=1,..,n,—1

Note that there is a sign change from the explicit update formula
because the outward normal from the face we are considering is x = —1
whereas are given for the outward normal x = 1.
Now we can apply the CRBC recursions (again, noting the sign change
due to the outward normal direction):
~ \n—1/2
(4 DF AT + DEAT + 054747 (By), =

~ \n—1/2 B.13
(a;Df AT — DY A + 0 A7 AY) <Ey>ij+1/2 . (B.13)
i=0,1, j=1,.ony,—1, k=1, ..n,
n—1/2

= Dt A+ A+ L A+ AT (F _
(a;Df At + DFAF + 5, A7 AY) (Ez)i,j,m/g,pﬂ -
_ \n—1/2
(a;Df Af = DEAT +oa7AY) (B) (B.14)
i.,k+1/2,p
1=0,1, j7=1,...,ny, k=1,...,n,—1

Finally, we can provide the updated values to the interior Yee scheme
updater:

ntl/2 (& \"TY2

(Ey)l,j+1/2,k = (Ey) L1240 (B.15)
nil/2 (& \"H/2

(Ea) 1 jnsije = <EZ)1J,,€+1/270- (B.16)

Appendiz B.2. DAB Edges

If there are two or more adjacent DAB layers, we cannot update points
at the intersecting edge as described. In particular, we cannot apply updates

analogous to (B.7)—(B.10). Additionally, to update an edge we require aux-
iliary data from the normal components on the intersecting faces. To get

this data, we simply perform DAB face updates described in
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on the normal component; however, we omit the last step of copying the
values back into the interior because the Yee scheme should have correctly
updated the points.

To illustrate the edge conditions, we’ll consider the intersection of two
faces: one with a outward normal x = —1 and the other with the outward
normal y = 1. We will assume that we have updated all of the auxiliary
variables that we can on each of the faces, so we have

)" —0,1,2 j=1 1, k=1 B.17
( x)i+1/2,j,k,p’ 1=0,1, j=1..,ny—1, =1,..,n,, (B.17)
B =0,1,2 j=1 2, k=1 (B.18)
, 1=0,1, =1,....,ny — 2, =1,..,n,, .
( y>j,j+1/27k7p ’ Y :
-~ \n+1/2
<EZ) L i=0,1,2 j=1,..n,—1,
kjk+1/2,p (B.19)
k=1,...n,—1,
E )nH/Q =2 1 1 1
, V=2, Ng — =ny — 1,ny,ny + 1,
( “)it1/2,5.kq v J v vy (B.20)
k=1,..,n,,
(A >n+1/2 ) 5 ) 5 )
, 1 =2,..,1n =Ny — 2,Ny — 1, Ny,
4 j7j+1/27k7q v j Y Y Y (le)
k=1,..,n,,
) ) : 1 1
, 1=2,...,m =ny — 1,ny,ny + 1,
( Z>k,j,k+1/2,q v o (B.22)

k=1,...,n, —1,

where we use E to denote the auxiliary variables on the face with normal
z = —1 and F to denote the auxiliary variables on the face with normal
y = 1. For the E, components, we need to calculate updates at the spatial
location (1,ny, k) for k = 1,...,n,. Similarly, we need updates at (1,n,—1,k)
and (1,ny, k) for £, and E., respectively. In each case, the process is the
same, so we only consider the case for the F, component. We begin by
introducing a doubly indexed set of auxiliary variables that overlaps the

auxiliary variables EZ and EZ

= \1/2 . .

(B:)iki1j2pg =0 i=10,1,2}, j=mny—1,nyny+1
k=1,..n,—1, p=0,...,.P, ¢=0,..., P,

(B.23)

where we assume that there are the same number (P + 1) of auxiliary vari-
ables on each of the faces. We will additionally assume that the auxiliary
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equations on each of the faces uses the same CRBC parameters although in
general this need not be the case. We use the convention that the p index
corresponds to recursions in the x direction and the ¢ index corresponds to
recursions in the y direction.

We input the data from the faces into the edge auxiliary variables:

= \n+1/2 (& \"TL/2
(Ez)l,nyfl,k+1/2,p,0 = (Ez> gLk +1/2p (B.24)
= \n+1/2 _(r n+1/2
(EZ)Q,ny,k+1/2,0,q = (Ez)Z,ny,k—i-l/Q,q (B.25)

Next we update the interior points for all of the auxiliary variables using
the wave equation
4= (& \n—1/2
Dt Dt (Ez)l,ny,k+1/2,p,q
2 (D+n— +7— +p-) (B )\ /2 _ B.2
~&(DiD; + Dy D, + DiD;) (E.)\ /o, =0, (B.26)
k=2,..,my,—2, p=0,...,.P, ¢q=0,...,P.

We additionally apply any adjacent boundary conditions here as described
in for the face updates. Then, we can apply the Sommerfeld

termination conditions:

+ A+ A+ (L2 _
(Dt Aa: - CDx At ) (EZ)07ny7k+1/2,P,q =0, (B.27)
k=1,...,n,—1, ¢=0,..., P
+ A+ + A+ (F\ /2 _
(Dt Ay + CDy At ) (Ez)l,ny,k+1/2,p,P =0, (B.28)

k=1,..,n,—1, p=0,...,P.

Now we can apply the CRBC recursions (again, noting the sign change
due to the outward normal direction):

_ _ = \n—1/2
(ajD;rA;cr + DI A + UJAZFA;F) (EZ)i,ny,k+1/2,p+1,q =
= —1/2
(a;Df AF = DEAF + o3 AT AT) (B2)" 0200 (B29)

i=0,1, k=1,..,n,—1.

_ oA+ AT L g AT AT (B2 =
(%Dt Aj — Dy A{ + 0, A{ A ) (B2) g1 f2parn =

+ A+ + A+ + A+ (B )\ L/2 .
(ath Ay + Dy A + o054, Ay) (Ez)l,ny,k+1/2,p,q’ (B.30)
j=ny—1,ny, k=1,...,n,—1
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Finally, we can provide the updated values to the interior Yee scheme
updater and the auxiliary variables on the faces:

n+1/2 & \ntl/2
(Ez)l,ny,k+1/2 - (Ez)l,ny,k+1/2,0,0’ (B,31)
~ \n+1/2 _\nt1/2
<EZ> Lngk+1/2p (Ez)l,ny,k?+l/27p,0 ) (B.32)
5\ /2 = \n+1/2
(EZ> 1,ny,k+1/2, o (Ez)l,ny,kJrl/z,O,q : (B.33)

We note that corners are handled analogously by introducing a triply
index set of auxiliary variables.

28



	Introduction
	Double Absorbing Boundary Method
	CRBC Review
	DAB for the Scalar Wave Equation
	Discretization

	Application to the Yee Scheme
	Numerical Results
	Free Space Transverse Magnetic
	Transverse Magnetic in a Waveguide
	3D Wave Guide
	Parallel Plates
	Free Space
	Comments on Cost

	Code
	Conclusions and Generalizations
	References
	Explicit DAB Update Formulas
	Explicit Procedure for the Yee Scheme
	DAB Face Updates
	DAB Edges


